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Abstract- The preprocessing data is the most important task in data mining steps. Discretization process is known to be one of the most important data preprocessing tasks in data mining. Presently, many discretization methods are available. Discretization methods are used to reduce the number of values for a given continuous attributes by dividing the range of the attribute into intervals. Discretization makes learning more accurate and faster. This paper will investigate the effects of discretization of continuous attributes in a dataset to the performance of Case Slicing Technique as a classification method and compared it with another classification approach which will be a generic version of the VDM algorithm” the discretized value difference metric (DVDM).
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I. INTRODUCTION

Data mining classification algorithms developed to produce a solution to improving the efficiency of systems includes a lot of data. Classification is a widely used technique in various fields, including data mining whose goal is classify a large dataset into predefined classes. In a dataset the attributes may be continuous, categorical and binary. However, most attributes in real world are in continuous form [1]. This paper will investigate the effects of discretization of continuous attributes in a dataset to the performance of two classification methods, a generic version of the VDM algorithm” the discretized value difference metric (DVDM) and the improved discretization approach of Case Slicing Technique (CST) [2]. The aim is to show that discretization will improve the accuracy of CST classifier more than the VDM classifier. The datasets to be used are the “Iris Plants Dataset (IRIS), Credit Card Applications (CRX), Hepatitis Domain (HEPA) and Cleveland Heart Disease (CLEV) from the UCI Machine Learning Repository [3]. All datasets have been discretized and feed to classification algorithms.

The rest of this paper is organized as follows: the next section presents some preprocessing data tasks. Section 3 presents experimental results that compare the performance of the algorithms. Finally the conclusion is presented in section 4.

II. DATA PREPROCESSING

A. Identify attributes Types

Attributes can be continuous or discrete. A continuous (or continuously-valued) attribute uses real values. A discrete attribute is one that can have only a fixed set of values, and can be either symbolic or linear. A linear discrete attribute can have only discrete set of linear values. It can be argued that any value stored in a computer is discrete at some levels. The reason continuous attributes are treated differently is that they can have so many different values that each value may appear only rarely (perhaps only once). This causes problems for algorithms such as Value Difference Metric (VDM) and Case Slicing Technique (CST) discussed in this Paper. These algorithms depend on testing two values for equality but these values will rarely be equal, though they may be quite close to each other.

A symbolic (or nominal) attribute is a discrete attribute whose values are not in any linear order. So, the continuous attributes have to be transformed into discrete values. This process is called discretization, which will be discussed in subsection C.

B. Weighting attributes

Most of the classification algorithms developed until now somehow try to measure the relative importance of an attribute in classification compared to the others, and use this knowledge while classifying objects.
Some of them try to determine the relevant and irrelevant attributes in a set of attributes in order to take relevant attributes into account more than the irrelevant ones, and some others attempt to assign weights according to the degree of relevance on the classification of instances.

In this stage of the Case Slicing Technique, the basic version of conditional probabilities has been used to measure the importance of each attribute in the classification. The weight of each attribute has been calculated to classify the new case by using this statistical approach shown in Eq.1 and Eq. 2. High weight values are assigned to attributes that are highly correlated with the given class. The conditional probabilities have been used because it gives a real weight for each attribute based on its repetition in the dataset and based on the class attribute for each case.

\[ w(i_a) = P(C \mid i_a) \]  
\[ P(C \mid i_a) = \frac{\text{instances containing } i_a \land \text{class} = C}{\text{instances containing } i_a} \]

where the weight for attribute \( a \) of a class \( c \) is the conditional probability that a case is a member of \( c \) given the value of \( a \). Fig.1 gives the pseudo code for doing this.

### Let \( c \) be the output class of case \( i \)
\[ N_{a,v,c} = N_{a,v,c} + 1 \quad \text{(\# of value } v \text{ of attribute } a \text{ with output class } c) \]
\[ N_{a,v} = N_{a,v} + 1 \quad \text{(\# of value } v \text{ of attribute } a) \]

For each value \( v \) (of attribute \( a \)) do
  For each class \( c \) do
    If \( N_{a,v} = 0 \)
      \( P_{a,v,c} = 0 \)
    Else
      \[ p_{a,v,c} = \frac{N_{a,v,c}}{N_{a,v}} \]
  Endfor
Endfor

Fig. 1: Pseudo code for assign weights to attributes [using conditional probability] \( P(C \mid i_a) \)

### C. Discretization

In data mining, discretization process is known to be one of the most important data preprocessing tasks. Most of the existing machine learning algorithms is capable of extracting knowledge from databases that store discrete attributes. If the attribute are continuous, the algorithms can be integrated with a discretization algorithms which transform them into discrete attribute.

Discretization methods are used to reduce the number of values for a given continuous attributes by dividing the range of the attribute into intervals [4],[5]. Discretization makes learning more accurate and faster.

Discretization as used in this paper and in the machine learning literature in general is a process of transforming a continuous attribute value into a finite number of intervals and associating each interval with a discrete, numerical value. The usual approach for learning tasks that use mixed-mode (continuous and discrete) data is to perform discretization prior to the learning process [6],[7],[8].

The discretization process first finds the number of discrete intervals, and then the width, or the boundaries for the intervals, given the range of values of a continuous attribute. More often than not, the user must specify the number of intervals, or provide some heuristic rules to be used [9].

A variety of discretization methods have been developed in recent years. Some models that have used the Value Difference Metrics (VDM) or variants of it [10],[11],[12] have discretized continuous attributes into a somewhat arbitrary number of discrete ranges, and then treated these values as nominal (discrete unordered) values. The discretization method proposed by Randall and Tony [13] and has been extended by Payne and Edwards [14] as shown in Eq.3.
\[
v = \text{disc}_a(x) = \begin{cases} 
\frac{(x - \text{min}_a)}{w_a} + 1 & \text{if } x \leq \text{min}_a, \\
1 & \text{if } x \geq \text{max}_a,
\end{cases}
\]

(3)

where

\[
w_a = \frac{\text{max}_a - \text{min}_a}{\text{s}}
\]

(4)

where \(\text{max}_a\) and \(\text{min}_a\) are the maximum and minimum values, respectively, which occur in the training set for attribute \(a\) and \(s\) is an integer supplied by the user. Unfortunately, there is currently little guidance as to what value should be assigned to \(s\). Current research is examining more sophisticated techniques for determining good values of \(s\), such as cross-validation, or other statistical methods [13].

When using the slicing approach, continuous values are discretized into \(s\) equal-width intervals (though the continuous values are also retained for later use), where \(s\) is an integer supplied by the user. The width \(w_a\) of a discretized interval for attribute \(a\) is given by Eq. 4.

In this Paper, we propose a new alternative, which is to use discretization in order to collect statistics and determine good values of \(P(C | i_a)\) for continuous values occurring in the training set cases, but then retain the continuous values for later use. A generic version of the VDM algorithm, called the discretized value difference metric (DVDM) will be used for comparisons with extensions proposed in this paper. Thus, differences between DVDM and the new function can be applied to the original VDM algorithm or other extensions.

The discretized value \(v\) of a continuous value \(x\) for attribute \(a\) is an integer from 1 to \(s\), and is given by Eq. 5. Fig. 2 shows the pseudo code for the discretization of continuous values in the proposed approach.

\[
v = \text{disc}_a(x) = \begin{cases} 
\frac{(x - \text{min}_a)}{w_a} & \text{if attribute } a \text{ is continuous} \\
\frac{x}{\text{s}} & \text{if attribute } a \text{ is discrete}
\end{cases}
\]

(5)

Let \(x\) be the input value for attribute \(a\) of case \(i\)

\[
v = \text{disc}_a(x)
\]

{which is just \(x\) if \(a\) is discrete}

\[
w_a = \text{abs}(\text{max}_a - \text{min}_a) / \text{s}
\]

{The width of a discretized interval for attribute \(a\)}

{where max and min are the maximum and minimum value, respectively, which occur in the training set for attribute \(a\).}

{The discretized value \(v\) of a continuous value \(x\) for attribute \(a\) is an integer from 1 to \(s\) and \(s\) is determine by the user.}

If \(a\) is continuous then

\[
v = \text{disc}_a(x) = \frac{\lfloor x - \text{min}_a \rfloor}{w_a}
\]

Else

\[
v = \text{disc}_a(x) = x
\]

Endif

Fig. 2: Pseudo code for discretize continuous values

III. EXPERIMENTAL RESULTS
In this section the results of several practical experiments are presented to compare the proposed approach with DVDM approach. In the experiments, we applied the discretization algorithm as the preprocessing step of CST classifier on some selected real-world problems.

A. Empirical Results

In this section the comparison of the discretization approach of the DVDM and the improved discretization approach of Case Slicing Technique is presented on some selected datasets. In this comparison four datasets has been selected that are Iris Plants Dataset (IRIS), Credit Card Applications (CRX), Hepatitis Domain (HEPA) and Cleveland Heart Disease (CLEV). All datasets have been discretized and feed to classification algorithms, the results of the comparison are shown in Table 1.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>DVDM</th>
<th>CST</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRIS</td>
<td>92.00%</td>
<td>99.30%</td>
</tr>
<tr>
<td>CRX</td>
<td>83.04%</td>
<td>97.80%</td>
</tr>
<tr>
<td>HEPA</td>
<td>80.58%</td>
<td>99.00%</td>
</tr>
<tr>
<td>CLEV</td>
<td>79.86%</td>
<td>96.00%</td>
</tr>
</tbody>
</table>

In Table 1 the comparison between the proposed discretization approach for Case Slicing Technique and discretization approach for VDM has been done on four types of datasets.

The discretization result of CST and VDM have been forwarded into CST classifier for classification to make sure that the result obtained from each technique is based on discretization approach used during classification. List of the result of classification accuracy shown in Table 1. CST gave better classification accuracy compared with DVDM classification accuracy. Fig.3 shows the difference in classification accuracy of CST against DVDM based on discretization approaches.

VI. CONCLUSION

This paper has presented a comparison between the proposed discretization approach for Case Slicing Technique (CST) and discretization approach for VDM. The discretization result of CST and VDM have been forwarded into CST classifier for classification to make sure that the result obtained from each technique is based on discretization approach.
used during classification. The experiments show that using the proposed discretization approach for (CST) indeed improves the accuracy of classification. It gave very high percentage of classification accuracy.
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