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Abstract: Software systems have become integral part of everyday life and dependency on these makes the assessment of their reliability, a crucial task in software development. To facilitate the assessment of software reliability, effective tools and mechanisms are required. Classical approaches such as hypothesis testing are significantly time consuming as the conclusion can only be drawn after collecting huge amounts of data. Statistical methods like Sequential Analysis can be applied to arrive at a decision quickly. We propose to implement Sequential Probability Ratio Test (SPRT) for Burr Type III model based on time domain data. For this, parameters are estimated using Maximum Likelihood Estimation to apply SPRT on real time software failure datasets borrowed from different software projects.

Keywords: Burr Type III Model, ML Estimation, Software Reliability, Sequential Probability Ratio Test, Time Domain Data.

INTRODUCTION

Software reliability is probability of fault free operations provided by the software product under consideration over a specified period of time in a specified operational environment [1]. Assessment of software reliability needs effective tools and mechanisms. In classical Hypothesis Testing, the entire data has to be collected first, later the analysis is done and conclusions are drawn based on the data collected. The application of software reliability growth models may be difficult and reliability predictions can be misleading when classical testing strategies are used (no usage testing) whereas certain methods like statistical methods can be successfully applied to the failure data [2]. Sequential analysis is a method of statistical inference and here number of observations required by the procedure is not determined in advance of the experiment. The termination decision of the experiment depends, at each stage, on the results of the observation previously made. A merit of sequential method, as applied to testing statistically a hypothesis, is that a test procedure can be constructed which requires on average a small number of observations that equally test the reliability of the procedure based on a predetermined number of observations[3] [4]. Stieber’s observations are demonstrated by applying the well-known Sequential Probability Ratio Test (SPRT) of Wald [5] for a software failure data to detect unreliable software components and compare the reliability of different software versions.

Software failure data is needed for Software reliability analysis. The two types of failure data that exist are time-domain data and interval-domain data. The time-domain data records failures that occur at individual times. The interval-domain data records count of number of failures occurring during a fixed time period. With existing software reliability models, time-domain data provides better accuracy in the estimation of parameters, but involves more data collection efforts [6]. The probability equation of the stochastic process representing the failure occurrences is given by a homogeneous Poisson process with the expression

\[ P[N(t) = n] = \frac{(\lambda t)^n}{n!} e^{-\lambda t} \]

This paper describes a method for detecting reliable software based on the SPRT, using Maximum Likelihood Estimation (MLE) of parameter estimation. The Wald’s SPRT procedure can be used to distinguish the software under test into one of the two categories like reliable/unreliable, pass/fail and certified/uncertified [7]. SPRT is the optimal statistical test that makes the correct decision in the shortest time among all tests that are subject to the same level of decision errors [8]. SPRT is used to detect the fault based on the calculated likelihood of the hypotheses.
We consider one of the popular software reliability growth model Burr Type III and adopted the principle of Stieber [2] in detecting whether the software is reliable or unreliable in order to accept or reject the developed software. The theory proposed by Stieber is described in section 2. Implementation of SPRT for the proposed Burr type III Software Reliability Growth Model is illustrated in section 3. Maximum Likelihood estimation method is used to estimate the parameters and presented in Section 4.

II. WALD’S SEQUENTIAL TEST FOR A POISSON PROCESS

The Sequential Probability Ratio Test (SPRT) was developed by Abraham Wald at Columbia University in 1943[5]. During the manufacturing of software products the SPRT procedure for quality control studies is used. Fixed sample size sets with fewer observations can be considered to perform tests. The SPRT methodology for Homogeneous Poisson Process is described below.

Let \([N(t), t \geq 0]\) be a homogeneous Poisson process with rate \(\lambda\). In this case, \(N(t) = \) number of failures up to time ‘\(t\)’ and ‘\(\lambda\)’ is the failure rate (failures per unit time). If the system is put on test and that if we want to estimate its failure rate ‘\(\lambda\)’. We cannot expect to estimate ‘\(\lambda\)’ precisely. But we want to reject the system with a high probability if the data suggest that the failure rate is larger than \(\lambda\), and accept it with a high probability, if it is smaller than \(\lambda\). Here we have to specify two (small) numbers ‘\(a\)’ and ‘\(b\)’, where ‘\(a\)’ is the probability of falsely rejecting the system. That is rejecting the system even if \(\lambda \leq \lambda_0\). This is the “producer’s” risk. ‘\(b\)’ is the probability of falsely accepting the system. That is accepting the system even if \(\lambda \leq \lambda_1\). This is the “consumer’s” risk. Wald’s classical SPRT is very sensitive to the choice of relative risk required in the specification of the alternative hypothesis. With the classical SPRT, tests are performed continuously at every time point, as \(t > 0\) additional data are collected. With specified choices of \(\lambda_0\)and \(\lambda_1\), such that \(0 < \lambda_0 < \lambda_1\), the probability of finding \(N(t)\) failures in the time span \((0, t)\) with \(\lambda_1, \lambda_0\) as the failure rates are respectively given by

\[
P_1 = \frac{e^{-\lambda_1 t}[\lambda_1 t]^N}{N(t)!}
\]

\[
P_0 = \frac{e^{-\lambda_0 t}[\lambda_0 t]^N}{N(t)!}
\]

The ratio \(\frac{P_1}{P_0}\) at any time ‘\(t\)’ is considered as a measure of deciding the truth towards \(\lambda_0\) or \(\lambda_1\), given a sequence of time instants say \(t_1 < t_2 < t_3 < \ldots < t_K\) and the corresponding realizations \(N(t_1), N(t_2), \ldots, N(t_K)\) of \(N(t)\).

Simplification of \(\frac{P_1}{P_0}\) gives

\[
\frac{P_1}{P_0} = \exp(\lambda_0 - \lambda_1)t + \left(\frac{\lambda_1}{\lambda_0}\right)^{N(t)}
\]

The decision rule of SPRT is to decide in favor of \(\lambda_1\), in favor of \(\lambda_0\) or to continue by observing the number of failures at a later time than ‘\(t\)’ according as \(\frac{P_1}{P_0}\) is greater than or equal to a constant say \(A\), less than or equal to a constant say \(B\) or in between the constants \(A\) and \(B\). That is, we decide the given software product as unreliable, reliable or continue [9] the test process with one more observation in failure data, according to

\[
\frac{P_1}{P_0} \geq A
\]

\[
\frac{P_1}{P_0} \leq B
\]

\[
B < \frac{P_1}{P_0} < A
\]

The approximate values of the constants \(A\) and \(B\) are taken as

\[
A = \frac{1 - \beta}{\alpha}, \quad B = \frac{\beta}{1 - \alpha}
\]
Where \( \alpha \) and \( \beta \) are the risk probabilities as defined earlier. A simplified version of the above decision processes is

To reject the system as unreliable if \( N(t) \) falls for the first time above the line

\[
N_U(t) = at + b_2
\]

(2.6)

To accept the system to be reliable if \( N(t) \) falls for the first time below the line

\[
N_L(t) = at - b_1
\]

(2.7)

To continue the test with one more observation on \( (t, N(t)) \) as the random graph of \( [t, N(t)] \) is between the two linear boundaries given by equations (2.6) and (2.7) where

\[
a = \frac{\lambda_1 - \lambda_0}{\log\left(\frac{\lambda_1}{\lambda_0}\right)}
\]

(2.8)

\[
b_1 = \frac{\log\left(\frac{1 - \alpha}{\beta}\right)}{\log\left(\frac{\lambda_1}{\lambda_0}\right)}
\]

(2.9)

\[
b_2 = \frac{\log\left(\frac{1 - \beta}{\alpha}\right)}{\log\left(\frac{\lambda_1}{\lambda_0}\right)}
\]

(2.10)

The parameters \( \alpha, \beta, \lambda_0 \) and \( \lambda_1 \) can be chosen in several ways. One way suggested by Stieber is

\[
\lambda_0 = \frac{\lambda_0 \log(q)}{q - 1}, \quad \lambda_1 = \frac{\lambda_1 \log(q)}{q - 1}
\]

where \( q = \frac{\lambda_1}{\lambda_0} \)

If \( \lambda_0 \) and \( \lambda_1 \) are chosen in this way, the slope of \( N_0(t) \) and \( N_1(t) \) equals \( \lambda \). The other two ways of choosing \( \lambda_0 \) and \( \lambda_1 \) are from past projects (for a comparison of the projects) and from part of the data to compare the reliability of different functional areas (components).

### III. SEQUENTIAL TEST FOR SOFTWARE RELIABILITY GROWTH MODELS

We know that for any Poisson process, the expected value of \( N(t) = \lambda(t) \) called the average number of failures experienced in time \( t \). Which is also called the mean value function of the Poisson process. On the other hand, if we consider a Poisson process with a general function (not necessarily linear) \( m(t) \) as its mean value function the probability equation of such a process is

\[
P[N(t) = Y] = \left[\frac{m(t)}{y!}\right]^y e^{-m(t)}, \quad y = 0, 1, 2, \ldots
\]

Depending on the forms of \( m(t) \) we get various Poisson processes called NHPP, for the Burr Type III model. The mean value function is given as

\[
m(t) = a \left[1 + t^{-c}\right]^{-b}
\]

It can also be written as

\[
P_1 = \frac{e^{-m_1(t)} \left[m_1(t)\right]^{N(t)}}{N(t)!
\]

\[
P_0 = \frac{e^{-m_0(t)} \left[m_0(t)\right]^{N(t)}}{N(t)!
\]

Here \( m_1(t), m_0(t) \) represents the mean value function for the stated parameters by indicating reliable software and unreliable software respectively. Over here the mean value function \( m(t) \) comprises the parameters \( 'a', 'b' \) and \( 'c' \) and two specifications of NHPP for \( b \) are considered as \( b_0, b_1 \) where \( (b_0 < b_1) \) and two specifications of \( c \) say \( c_0, c_1 \) where \( (c_0 < c_1) \).
In our proposed model, \( m(t) \) at \( b_i \) is said to be greater than \( b_i \) and \( m(t) \) at \( c_i \) is said to be greater than \( c_i \). The same can be denoted symbolically as \( m_0(t) < m_1(t) \). The implementation of SPRT procedure is illustrated below.

The system is said to be reliable and can be accepted if

\[
\frac{P_1}{P_0} \leq B
\]

i.e.,

\[
\frac{e^{-m_1(t)}}{e^{-m_0(t)}} \leq B
\]

i.e.,

\[
N(t) \leq \frac{\log \left( \frac{\beta}{1-\alpha} + m_1(t) - m_0(t) \right)}{\log m_1(t) - \log m_0(t)}
\]

(3.1)

The system is said to be unreliable and rejected if

\[
\frac{P_1}{P_0} \geq A
\]

i.e.,

\[
N(t) \geq \frac{\log \left( \frac{1-\beta}{\alpha} + m_1(t) - m_0(t) \right)}{\log m_1(t) - \log m_0(t)}
\]

(3.2)

And continue the test procedure as long as

\[
\frac{\log \left( \frac{\beta}{1-\alpha} + m_1(t) - m_0(t) \right)}{\log m_1(t) - \log m_0(t)} < N(t) < \frac{\log \left( \frac{1-\beta}{\alpha} + m_1(t) - m_0(t) \right)}{\log m_1(t) - \log m_0(t)}
\]

(3.3)

By substituting the appropriate expressions of the respective mean value function, we get the respective decision rules and they are given in followings lines.

Acceptance Region

\[
N(t) \leq \frac{\log \left( \frac{\beta}{1-\alpha} + a \left( (1 + t^{-c_i})^{-h} - (1 + t^{-c_j})^{-b_j} \right) \right)}{\log \left( (1 + t^{-c_i})^{-h} \right)}
\]

(3.4)

Rejection Region:

\[
N(t) \geq \frac{\log \left( \frac{1-\beta}{\alpha} + a \left( (1 + t^{-c_i})^{-h} - (1 + t^{-c_j})^{-b_j} \right) \right)}{\log \left( (1 + t^{-c_i})^{-h} \right)}
\]

(3.5)

Continuation Region:

\[
\frac{\log \left( \frac{\beta}{1-\alpha} + a \left( (1 + t^{-c_i})^{-h} - (1 + t^{-c_j})^{-b_j} \right) \right)}{\log \left( (1 + t^{-c_i})^{-h} \right)} < N(t) < \frac{\log \left( \frac{1-\beta}{\alpha} + a \left( (1 + t^{-c_i})^{-h} - (1 + t^{-c_j})^{-b_j} \right) \right)}{\log \left( (1 + t^{-c_i})^{-h} \right)}
\]

(3.6)

As observed for the specified model, the decision rules are exclusively based on the strength of the sequential procedure (\( \alpha \), \( \beta \)) and the value of the mean value functions namely \( m_0(t) \) and \( m_1(t) \). As described by Stieber, these decision rules become decision lines if the mean value function is linear in passing through origin, that is \( m(t) = \lambda t \). The equations (3.1) and (3.2) are considered as generalizations for the decision procedure of Stieber. SPRT procedure can be applied on live software failure data sets and the results can be analyzed.
IV. PARAMETER ESTIMATION

Parameter estimation plays a significant role in software reliability prediction. Once the analytical solution form is known for a given model, parameter estimation can be achieved by applying a well-known estimation called Maximum Likelihood Estimation (MLE). The main idea behind Maximum Likelihood parameter assessment is to decide the parameters that maximize the probability (likelihood) of the specimen data to assess reliability. In other words, MLE methods are versatile and applicable to most models and for different types of data. Here parameters are estimated from the time domain data [10]. We present expressions for the parameter estimates of the Burr type III model.

The mean value function of Burr type III model is given by

\[ m(t) = a \left[ 1 + t^{-c} \right]^{-b} \quad \text{for } a, b, c > 0 \]  \hfill (4.1)

The parameters \( a, b, c \) are estimated with Maximum Likelihood (ML) estimation. The likelihood function for time domain data is given by

\[ \text{LLF} = \sum_{i=1}^{n} \log \left[ \lambda(t_i) \right] - m(t_i) \]  \hfill (4.2)

Substituting Equation (4.1) in equation (4.2) we get

\[ \log L = \sum_{i=1}^{n} \log \left[ \frac{abc}{[t_i^{c+1} (1 + t_i^{-c})^{b+1}]} \right] - \frac{a}{[1 + t_i^{-c}]} \]

\[ \log L = \frac{-a}{[1 + t_i^{-c}]} + \sum_{i=1}^{n} \left[ \log a + \log b + \log c - (c + 1) \log t_i - (b + 1) \log\left(1 + t_i^{-c}\right) \right] \]  \hfill (4.3)

Taking the Partial derivative with respect to ‘a’ and equating to ‘0’.

\[ \frac{\partial \log L}{\partial a} = 0 \]

\[ \Rightarrow a = n \left[ 1 + t_i^{-c} \right]^b \]  \hfill (4.4)

Taking the Partial derivative with respect to ‘b’ and equating to ‘0’.

\[ \frac{\partial \log L}{\partial b} = 0 \]

\[ \Rightarrow b = \frac{n}{\sum_{i=1}^{n} \log\left[1 + t_i^{-1}\right] - n \log\left(1 + t_i^{-1}\right)} \]  \hfill (4.5)

The parameter ‘c’ is estimated by iterative Newton-Raphson Method using \( e_{i+1} = c_i - \frac{g(c_i)}{g'(c_i)} \) where \( g(c) \) and \( g'(c) \) are expressed as follows.

\[ \frac{\partial \log L}{\partial c} = 0 \]

\[ \Rightarrow g(c) = \frac{-n \log(t_i)}{1 + t_i^{-c}} + \frac{n}{c} + \sum_{i=1}^{n} t_i \left[ -1 + \frac{2}{1 + t_i^{-c}} \right] \]  \hfill (4.6)

\[ \frac{\partial^2 \log L}{\partial c^2} = 0 \]

\[ \Rightarrow g'(c) = \frac{n \left( \log t_i \right)^2 t_i^{-c}}{(t_i^{-c} + 1)^2} - \frac{n}{c^2} - \sum_{i=1}^{n} \frac{2 t_i^c (\log t_i)^2}{(t_i^{-c} + 1)^2} \]  \hfill (4.7)
V. CONCLUSION

Assessment of software systems reliability is a crucial task in software development due to its increased dependence and effective tools and mechanisms are required to facilitate the assessment of software reliability. This can be achieved through SPRT. The SPRT methodology for the proposed software reliability growth model Burr type III can be applied for the software failure data sets. Through this we can come to a conclusion in less time regarding the reliability or unreliability of a software product.
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